
LangChain

LLM
Use single or multiple models

Index
Internal Database

Vector DB?

Text splitters?

Doc Loaders
Prompts

Memory
Ensure LLM has memory of chat history

Google drive, Dropbox; Airtable; Pandas

Effective

Single shot: "do not use technical term"
Few-​shot: example dialogue

Chain
Build chain for an agent

Agents
Use a given language model as a reasoning 
engine, to determine which next  action to take

Applications

Chatbot
Summarization
Question answering
Data augmentation
Virtual agents

LangSmith
Monitor conversation

Separate by applications

cost & time tracking 
for each step

Example dialogue

Playground

Edit few shot prompting  

on intermediate steps or the whole trace

a lower Top P means 
the model samples 
from a narrower 
selection of words. 

Add Annotation

Quick change on settings

facilitate the review, receive feedback, and
create datasets based on those logs

Annotation: You can label a datapoint 
as good or bad, classify it based on 
language, or apply any relevant 
categorization.

Annotation

Projects

Manual feedback on certain criteria/tag

Datasets

collections of good examples

Add to Datasets

Adding to Dataset: If a datapoint needs 
correction or improvement, you can edit it 

before adding it to a dataset.

LangSmith Highlights: Evaluation
YouTube

Monitor


